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SUMMARY

A convergence acceleration method based on an additive correction multigrid–SIMPLEC (ACM-S)
algorithm with dynamic tuning of the relaxation factors is presented. In the ACM-S method, the coarse
grid velocity correction components obtained from the mass conservation (velocity potential) correction
equation are included into the fine grid momentum equations before the coarse grid momentum
correction equations are formed using the additive correction methodology. Therefore, the coupling
between the momentum and mass conservation equations is obtained on the coarse grid, while
maintaining the segregated structure of the single grid algorithm. This allows the use of the same solver
(smoother) on the coarse grid. For turbulent flows with heat transfer, additional scalar equations are
solved outside of the momentum–mass conservation equations loop. The convergence of the additional
scalar equations is accelerated using a dynamic tuning of the relaxation factors. Both a relative error
(RE) scheme and a local Reynolds/Peclet (ER/P) relaxation scheme methods are used. These methodolo-
gies are tested for laminar isothermal flows and turbulent flows with heat transfer over geometrically
complex two- and three-dimensional configurations. Savings up to 57% in CPU time are obtained for
complex geometric domains representative of practical engineering problems. Copyright © 1999 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

The application of computational fluid dynamics in design mode to practical engineering
problems requires accurate algorithms, while keeping memory storage and CPU time to a
minimum. In the case of incompressible flow applications, the use of segregated methods in
which a set of decoupled equations is solved iteratively is usually preferred since they have
lower storage requirements. However, when a large number of grid points are used, the rate of
convergence of segregated iterative methods deteriorates as the solution progresses to smaller
residual levels. This occurs because iterative solvers are very efficient in reducing the high
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frequency Fourier modes of the error, but the low frequency modes of the error are reduced
very slowly [1]. Multigrid methods assist in overcoming this problem by solving a set of
associated equations on coarser grid levels so the whole spectrum of error frequency compo-
nents is reduced at a similar rate.

Multigrid methods have achieved significant efficiency improvements in well-behaved prob-
lems. For example, a factor of four is reported [2] when using a 257×257 uniform grid for
laminar flow in a driven cavity. However, in this paper the constraint that practical application
problems, like power station boilers, usually involve turbulent flow in complex geometries and
distorted non-uniform grids is accepted. In this practical situation, which methods are effective
and what is a realistic gain in efficiency? Perhaps it is sufficient to increase the robustness of
the method, i.e. it is reliable across a broad class of problems, with only minor gains in
efficiency.

The additive correction multigrid (ACM) [3,4] strategy is a multigrid-type formulation that
has been proposed for the solution of the discretised incompressible Navier–Stokes equations
in complex geometries. Previous work [5,6] presented convergence acceleration methodologies
based on the ACM formulation in which segregated solvers are used on the fine grid, while
direct solvers were used on the coarse grids. In the present paper, an ACM–SIMPLEC
(ACM-S) procedure with dynamic tuning of the relaxation coefficients is proposed. In the
ACM-S procedure [7], a velocity potential method is used as a solver on the fine grid, while
the corrections from the velocity potential correction equation are directly introduced into the
momentum correction equations on the coarse grid. This procedure presents several practical
advantages: there is no need for discretisation and grid information storage on the coarse
grids, the coarse grid equations already include the boundary conditions information and
maintain the conservative form of the original fine grid equations, and the segregated structure
of SIMPLEC-type algorithms is preserved on the coarse grid. The convergence of additional
scalar equations for turbulence parameters and temperature is accelerated using variable
relaxation coefficients. Two methods, a relative error scheme (RE) and a local Reynolds/Peclet
relaxation scheme (ER/P) [8] are used. The effectiveness and robustness of this methodology is
demonstrated for two- and three-dimensional laminar and turbulent flows with heat transfer
simulations using stretched body-fitted grids.

2. NUMERICAL METHOD

2.1. Go6erning equations

The steady state Reynolds-averaged Navier–Stokes equations, retaining only dominant
terms, can be written as:

(

(xi

(rui)=0, (1)

(

(xi

(ruiuj+dijpj−tij+ru %iu %j )=0, (2)

(

(xi

�
rCpuiT−keff

(T
(xi

�
=0. (3)

Here, the standard nomenclature found in the literature is used [2]. The term keff is the
effective thermal diffusivity, which includes the turbulent eddy diffusivity, and accounts for the

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 515–533 (1999)



ADDITIVE CORRECTION MULTIGRID METHOD 517

conductive heat transfer exchange in laminar or turbulent regimes. Equation (2) contains
Reynolds stresses that are modelled via the k–o turbulence model [9]. A two-layer wall
function [10] is used to obtain the solution and boundary conditions in the vicinity of solid
surfaces.

2.2. Discretisation method and single grid solution algorithm

The governing equations can be written symbolically as

(Fil

(xi

=Sl, (4)

where the flux Fil is defined as

Fil=ruicl−m
(cl

(xi

, (5)

and where cl is a general scalar, like u in the momentum equation. Discretising Equation (4)
directly in physical space using the concept of area vectors [8] results in

%
6

n=1

Fn
il ·An= �J−1��Sl�, (6)

where An represents the area vector of the nth face, �J−1� is the effective volume of the control
volume and �Sl� is the source term evaluated at the centre of the control volume, while the
scalar product Fn

il ·An is evaluated at each face. Using Equation (5), one component of Fn
il ·An

becomes

Fn
il ·An={ru ·A (i)cl−mA (i) ·9cl}n, (7)

where u ·A (i) is the normal flux through the nth surface. The second term in Equation (7) can
be evaluated in physical or generalised co-ordinates. The latter approach is preferred, resulting
in

A (i) ·9cl=
A (i) ·A (j)

�J−1�
(cl

(j j . (8)

Equation (7) can be expressed as
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where

Cn
i ={ru ·A (i)}n, (10)

Dn
ij=m

A (i) ·A (j)

�J−1� , (11)

are the convection and diffusion coefficients respectively. These coefficients are evaluated at
the centre of each face, while the dependent variables cl are evaluated at the centre of each
control volume. More details of the form of these terms discretisations can be found elsewhere
[11].

On the solution grid, the discretised equations are solved sequentially at each iteration to
obtain the dependent variables, using the modified strongly implicit (MSI) algorithm [12]. The
solution for the velocity obtained from the momentum equations is denoted q� *, where
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q� *T= [u, 6, w ] and u, 6 and w are the velocity components in the x-, y- and z-directions
respectively. To satisfy continuity, it is necessary that

9 · (rq� )n+1= (rq� )*+ (rq� )c. (12)

The correction velocity field is obtained from the velocity potential

qc�=a98. (13)

The pressure and density can also be obtained from 8 [13]. This leads to the following
transport equation for 8,

d
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"
9 · (rq*)−g� (

48
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The last term on the right-hand-side of Equation (14) is introduced to assist in damping of
any pressure oscillations due to the fact that the discretisation algorithm is non-staggered. The
terms a, d and g� are relaxation factors and a* is the sound speed.

2.3. The ACM applied to a single equation

The linear discretised equations obtained from Equations (6) and (14) on the solution grid
ijk for incompressible flow have the general form:

aijk
p Cijk

p = %
NB

aijk
nbCijk

nb+Sijk, (15)

where Cijk is the variable of interest, i.e. u for the x momentum equation, nb indicates the
neighbouring points around point p and Sijk is the source term. Assuming that C0 ijk

p is the last
updated value of Cijk

p on the fine grid, a correction dlmn, which is constant over the coarse grid
block lmn where the control volume ijk is contained, is used to update Cijk

p , thus

Cijk
p =C0 ijk

p +dlmn. (16)

Introducing Equation (16) into (15), and adding all the equations in the coarse grid block
lmn results in the following equation for the coarse grid block:

almn
p d lmn

p = %
NB

almn
nb d lmn

nb +S0 lmn. (17)

In this case, the coefficient almn
p is computed by adding all the coefficients aijk

p and aijk
nb that

belong to the lmn block, while the coefficients aijk
nb are obtained by adding the corresponding

neighbouring coefficients on the ijk grid that lay outside the lmn block. Also, the source term
S0 lmn has the form [3]:

S0 lmn= %
lmn

�
Sijk+ %

NB

aijk
nb C0 ijk

nb−aijk
p C0 ijk

p n, (18)

where �lmn is the sum over all the control volumes on the ijk grid that belong to the lmn block.
The coarse grid block correction equation (17) presents a similar structure as Equation (15) on
the fine grid, and the corrections are kept segregated for each individual equation. This allows
the use of the same type of relaxation scheme for the coarse grid system of equations.

Work by Gjesdal [14] demonstrated that the ACM methodology is equivalent to the
standard cell-centred multigrid algorithm [1] if the prolongation and restriction operators are
based on a piecewise constant interpolation. Numerical experiments prove that grid-indepen-
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dent convergence rate cannot be obtained using this method for diffusion-dominated problems
[15]. However, the method is effective for problems with a large number of grid points. The
efficiency of the method can be enhanced by using more accurate restriction and prolongation
operators [14].

The standard ACM algorithm has been modified in the present work by using a volume-
weighted interpolation of the correction during the prolongation to the solution grid (ACM-I).
The objective is to provide a more smooth distribution of dIJK in control volumes that have
neighbours which belong to an adjacent IJK block. The correction dIJK is considered constant
in the IJK block when the coarse grid correction equations are formed, maintaining the
fundamental characteristics of the ACM method. However, for control volumes located on an
edge of an IJK block, the correction from the coarse grid for that point ijk is computed as

dijk=
1

NBmax

%
NBmax

NB=1

(dIJKVijk+dNBVnb)
Vijk+Vnb

. (19)

In this case, Vijk is the volume of the control volume, NB refers to the number of adjacent
face neighbours on the coarse grid IJK, and nb refers to the neighbouring control volume on
the fine grid contained in the adjacent coarse grid block NB. Equation (19) is the average of
the weighted interpolation between the point ijk and each neighbouring control volume in the
adjacent IJK block. This interpolation allows for a smoother distribution of the corrections
over the whole domain.

2.4. Results using the ACM-I for a single equation

The convergence history of the velocity potential equation for two test problems consisting
of a two-dimensional laminar flow over a square wall-driven cavity and a two-dimensional

Figure 1. Convergence history.
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Figure 2. Convergence history.

laminar flow over a staggered tube bank configuration are presented in Figures 1 and 2. To
obtain these results, the iteration process of the SIMPLEC cycle is frozen after 15 iterations
and the velocity potential equation normalised residual is converged to round-off error levels.
In this case, the objective is to assess the effectiveness of the algorithm for an individual
equation. The x-axis represents the number of iterations using MSI and the number of cycles
using the standard ACM and the ACM with an interpolated prolongation operator (ACM-I).
For both test cases, three grid levels with a coarsening of 2×2 were used with the V-adaptable
cycle, which were found to be the most numerically efficient. Each ACM cycle is computation-
ally more expensive (typically four to six times) than each MSI iteration, resulting in a
reduction in CPU time of the order of 75% for both cases. The results show that the use of
interpolated prolongation increases the efficiency of the algorithm substantially at a very small
additional computational cost.

These results indicate that the use of the ACM methodology is effective when the residual
of discretised velocity potential equation is reduced to round-off or very low residual levels.
However, the residuals of the individual equations are typically reduced only two or three
orders of magnitude during each SIMPLEC cycle before the dependent variables are updated
and the equation coefficients are recomputed. It can be seen from Figures 1 and 2 that for
those levels of residual reduction, the MSI and ACM algorithms present comparable perfor-
mance. The use of the ACM method on the individual pressure and energy equations has
shown to improve the overall convergence of the SIMPLEC cycles for problems with large
recirculation regions and with a line Gauss–Seidel iterative solver as smoother [16]. However,
no significant advantages have been found in this work by using the ACM-I in the velocity
potential and energy equations for the overall convergence of the SIMPLEC cycle with the
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MSI as a smoother. This has motivated the extension of the ACM method to include the
influence of the corrections to the velocity potential equation in the momentum correction
equations on the coarse grid. This strategy will be presented in the next section.

2.5. The dynamic tuning ACM-S procedure

The objective of this strategy is to link the velocity potential and the momentum correction
equations on the coarse grid and to maintain the iterative form of the SIMPLEC algorithm,
allowing for the same smoother (MSI) to be used on the coarse grid. Therefore, this
methodology can be interpreted as an ‘add-on’ convergence acceleration algorithm in which
the fundamental structure of the solver is maintained.

The corrections to the velocity field from the velocity potential correction equation on the
coarse grid are obtained using a similar approach. The discrete form of Equation (13) on the
fine grid is:

q̃ ijk
c =a

�
bijk

p 8̃ ijk
p +%

6

1

bijk
nb8̃ ijk

nb�, (20)

where q̃ ijk
c is the scalar component of the velocity correction for each component of the velocity

field, bijk are coefficients obtained from geometrical and discretisation parameters, which are
constant at each momentum–velocity potential equations cycle, and 8ijk is the velocity
potential. Defining d8lmn, the correction to 8ijk from the coarse grid, the correction to the
velocity components from the velocity potential equation on the fine grid is:

qijk
c = q̃ ijk

c + f ijk
p (d8lmn), (21)

where

f ijk
p (d8lmn)=bijk

p 8 lmn
p +%

6

1

bijk
nbd8 ijk

nb. (22)

Introducing f ijk
p (d8mn) as an explicit term into Equation (16), and adding all the contribu-

tions from the block lmn, the source term of the coarse grid correction equation (18) becomes:

Slmn= %
lmn

�
Sijk+ %

NB

aijk
nb(C0 ijk

nb+ f ijk
nb(d8lmn))−aijk

p (C0 ijk
p + f ijk

p (d8lmn))
n

. (23)

The procedure outlined above allows for the convergence acceleration of the momentum
velocity potential equations loop. Only the velocity potential coarse grid correction function fijk

is included in the momentum coarse grid correction equations, since the aim of the algorithm
is to improve the momentum and continuity coupling on the coarse grid. The value of q̃ ijk

c

results from the linearised equation coefficients obtained at the previous SIMPLEC iteration,
resulting in a slower convergence if the full correction qijk

c is used.
The discretised turbulent transport and energy equations are also solved in a segregated

manner and the convergence of the iterative process is accelerated using dynamic tuning of the
relaxation factors. Numerical experiments performed by the authors show that the ACM does
not improve the convergence rate on these equations, due to their highly hyperbolic character.
The same conclusions have been established for the turbulence transport equations elsewhere
[16]. Two acceleration schemes based on the relative error and the local Reynolds/Peclet
number were implemented. In these schemes, the relaxation coefficients used to update the
solution at every iteration are modified between a maximum and minimum value according to
the change in the solution.
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For each individual discretised equation, the dependent variable at step n+1 is updated
using the following relation

cn+1= (1−v4)cn+v4c
n+1, (24)

where v4 is the relaxation factor (0Bv4B1), and cn+1 on the RHS is the updated value of
c obtained after iterating using the MSI algorithm. In the standard MSI algorithm, the
relaxation factors are kept constant throughout the domain and the whole iteration process.
However, as the solution field approaches the converged solution, higher values of v4 could be
adopted without introducing instabilities. In the RE scheme, the relaxation coefficient v4 is
dynamically tuned using the following algorithm

v4=v4max
if eB0.001, (25)

v4=v4min
if e\0.01, (26)

for 0.0015e50.01, v4 varies linearly between the maximum (v4max
) and the minimum (v4min

)
values and is calculated using the following relation

v4=S1(e−0.001)+v4max
, (27)

where

S1=
(v4min

−v4max
)

0.009
, (28)

and the relative error e is obtained from

e=
Dcn
cn , (29)

where Dcn=Cn−Cn−1 and  ·  is the Eucledian norm. Therefore, v4 varies between each
iteration n but is constant over the computational domain. The choice of the bounds between
0.01 and 0.001 for e has been made to ensure numerical stability.

In the cell Reynolds/Peclet (ER/P) method, the relaxation coefficient is computed using

v4=
(v4min

Reijk+v4max
)

1+Reijk

, (30)

where Reijk is the cell Reynolds or Peclet number. Therefore, the value of the relaxation
coefficients is adjusted at every iteration and is varying over the computational domain. For
large values of Reijk (large local advection), v4�v4min

decreasing the convergence speed and
enhancing stability, and conversely for small values of Reijk.

Either the RE or the ER/P are applied to the turbulence closure, temperature and additional
scalars equations. Also, these algorthims are applied to the momentum and velocity potential
equations for initial stages of the iteration process (up to 30 iterations) when the ACM-S is less
effective. The iterative solution procedure for all the discretised equations is as follows:

1. Relax the momentum and velocity potential equations on the fine grid using SIMPLEC,
while the residual reduction is satisfactory.

2. Compute the velocity potential correction equation on the coarse grid.
3. Relax the velocity potential correction equation on the coarse grid using MSI.
4. Compute fijk(d8IJK) and S( IJK for the momentum coarse grid correction equations.
5. Relax the momentum coarse grid correction equations while the residual reduction is

satisfactory.
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6. Prolong the corrections to the fine grid.
7. Solve the turbulence transport and energy equations using MSI and dynamic relaxation.
8. Update the fluid properties and equations coefficients. Return to 1. This sequence is

repeated until final convergence is achieved.

The procedure above is applied using different degrees of coarsening following the V-cycle
schedule.

Figure 3. Velocity vectors and streamlines; square wall-driven cavity.

Figure 4. Convergence history.
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Figure 5. Convergence history.

Figure 6. Stream traces; 3D tube bank configuration.
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3. RESULTS AND DISCUSSION

3.1. Laminar flow results

The algorithm proposed above has been tested for two laminar flow cases: the flow
simulation over a 2D unit square wall-driven cavity and for a 3D tube bank configuration. The
former case results in a strongly elliptic flow and because of the simplicity of the grid is usually
a benchmark problem used to test multigrid methods. The latter is a good case to test the
performance of the algorithm for a more hyperbolic-type flow on a body-fitted non-uniform
mesh. For both test cases, only the ACM-S algorithm was used.

The velocity vectors and streamlines for the square wall-driven cavity problem for Re=2000
with a 62×62 grid are presented in Figure 3. These results agree qualitatively well with other
simulations reported by Cassulli [17] for a similar grid. Convergence history results for a
40×40 grid and a 62×62 grid using SIMPLEC and the ACM-S for the velocity potential
equation residual are presented in Figures 4 and 5 respectively. Here, the number of cycles
represents the number of visits to the fine grid, irrespective of whether the correction from the
coarse grid is used or not, so there is the same basis of comparison for both results. For these
cases, three grid levels were used with a coarsening of 2×2. For the 40×40 grid case, 33
cycles are required to achieve round-off error convergence when the correction for the coarse
grid is used, while 71 cycles are required if only MSI is used. Similarly, for the 62×62 grid
case, 350 or 135 cycles are needed to achieve convergence whether the correction from the
coarse grid is or is not used respectively. This results show that convergence acceleration
obtained with the ACM-S is grid-dependent, with larger savings being obtained for larger
grids.

Figure 7. Convergence history.
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Table I. Performance of the ACM-S algorithm

Grid size SIMPLEC (CPU; s) ACM-S (CPU; s)Test case

40×40 103.2 88.22D square cavity
1327.3 907.662×622D square cavity

114×24×29 5836.73D tube bank 4753.2

Figure 8. Streamlines; 2D in-line tube bank configuration.

The streak lines for the 3D tube bank configuration for Re=60 and for a 114×24×29 grid
are presented in Figure 6. The convergence history is presented in Figure 7. For this case, 150
cyles are required when using SIMPLEC alone, while 89 cycles are required when using the
ACM-S to reduce the velocity potential equation residual to round-off error levels. Here, three
grid levels with a coarsening of 2×2 were also used.

The cases outlined above were run on a HP-735 workstation. The CPU times required are
summarised in Table I. These results indicate that the use of the ACM-S strategy is effective
in reducing the overall CPU time required to achieve round-off error convergence within the
momentum–velocity potential equations SIMPLEC cycle, and that the algorithm is also
effective for problems with body-fitted stretched grids.

3.2. Turbulent flow with heat transfer results

The methodology described above has been tested on three cases that include turbulent
flows with heat transfer. The test cases include tube banks and power station boiler configura-
tions resulting in highly stretched curvilinear grids.

The first test case consists of a two-dimensional in-line tube bank configuration for
Re=30000. The boundary conditions assume an inlet air temperature of 400 K and a constant
wall temperature of 288 K. The grid and a streamlines plot of the converged solution are
presented in Figure 8. The convergence history using the standard velocity potential (SIM-
PLEC) algorithm and the ACM-S with dynamic relaxation for all the variables are presented
in Figure 9. Three grid levels with coarsening of 2×2 were used for the ACM-S algorithm.
The values of the relaxation factors when using the SIMPLEC formulation are the highest
possible for numerical stability leading to fastest convergence, which correspond to 0.75 for u
and 6, 0.9 for the velocity potential, 0.7 for k and e and 0.5 for temperature. For the ACM-S
with dynamic relaxation algorithm, these values are used as the minimum to establish a
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common base of comparison, while the maximum values of the relaxation coefficients are set
to 0.99, 0.99, 0.99, 0.99, 0.95 and 0.99 for u, 6, velocity potential, k, e and temperature
respectively. The choice of the highest possible relaxation factors for the SIMPLEC algorithm
is aimed at comparing the ‘best performance’ of this algorithm with the methodology proposed
in this work. In practice, relaxation factors are chosen below optimum, making the ACM-S-
DT method comparatively more efficient. For the SIMPLEC algorithm, the variable with the
slowest convergence is temperature, requiring approximately 600 iterations to achieve round-
off error convergence.

Figure 9. Convergence history.
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Figure 10. Streamlines; 2D staggered tube bank configuration.

The convergence of all equations is accelerated when using the ACM-S with dynamic
relaxation (ACMS-DT). The ACM-S is applied after 30 iterations to take advantage of the
efficiency of the SIMPLEC algorithm during the initial stages of the iterations process. During
the first 30 iterations, only the dynamic tuning of the relaxation factors is applied. The u, 6 and
velocity potential equations require between 100 and 130 cycles to converge, whether the
ACM-S-RE or the ACM-S-ER/P methods are used. The residual history between iterations 30
and 40 shows typical multigrid behaviour, with a constant rate of residual reduction. However,
the residual reduction rate drops for iterations larger than 40.

This behaviour may be explained because the residual reduction of the turbulence transport
equations does not increase at the same rate, and the influence of k and e through the eddy
viscosity and turbulent diffusivity on the momentum and velocity potential equations is larger
at lower residual levels. Therefore, it is numerically more efficient to switch back to the single
grid algorithm in the momentum–velocity potential equations loop after the rate of conver-
gence decreases. For the turbulence transport and temperature equations, there is also a
significant increase in the convergence rate. The ACM-S-RE method performs better than the
ACM-S-ER/P for k and e, while for temperature both methods produce similar results. The
residual for the e equation presents a noisy behaviour between iterations 40 and 100, and the
residual does not reach the same low level as for the other methods when using the
ACM-S-ER/P method. The overall efficiency of the algorithm is constrained by the slowest
equation(s) to converge (k and e). Therefore, the ACM-S-RE algorithm is more efficient for
this case.

The second test case consists of a two-dimensional staggered tube bank configuration for
Re=18000. The boundary conditions assume an inlet air temperature of 1000 K and constant
wall temperature of 500 K. The grid and streamlines of the converged solution are presented
in Figure 10. Three grid levels with coarsening of 2×2 were used for the ACM-S algorithm.
The minimum–maximum values of the relaxation coefficients are 0.7–0.95, 0.7–0.95, 0.9–
0.99, 0.6–0.9, 0.5–0.9 and 0.7–0.9 for the u, 6, velocity potential, k, e and temperature
respectively. As for the previous case, the variable with slowest convergence using SIMPLEC
is temperature, requiring approximately 2500 iterations to achieve round-off error convergence
(Figure 11).

As in the previous test case, the convergence rate is accelerated when using the ACM-S-DT
strategy. The u, 6 and velocity potential equations require approximately 400 iterations to
achieve round-off error convergence when using the ACM-S-RE method, and approximately
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750 iterations when using the ACM-S-ER/P method. As for the previous case, a decrease of
the convergence rate is observed for these equations after 100 iterations. For the turbulence
transport and temperature equations, the ACM-S-RE method leads to a higher convergence
rate than the ACM-S-ER/P. For the temperature equation, the ACM-S-ER/P method does not
improve the convergence rate when compared with the SIMPLEC algorithm. The poor
performance of the ACM-S-ER/P method could be explained because the relative size of
regions of recirculating flow is smaller than for the previous case, resulting in a narrower range
of advection characteristics over the domain. Overall convergence is obtained after approxi-
mately 750 iterations when using the ACM-S-RE method.

Figure 11. Convergence history.
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Figure 12. 3D boiler configuration: grid.

Figure 13. Streamlines; symmetry plane.

The third test case consists of a three-dimensional boiler configuration for Re=5.5×106.
The boundary conditions assume an inlet air velocity of 10 m s−1 and an inlet temperature of
1000 K and a constant wall temperature of 373 K. In this case, a momentum and energy
sources formulation is used to simulate the overall temperature and pressure drop across the
tube banks [18]. The grid is presented in Figure 12. A combined streamlines–pressure contours

Table II. Performance of the ACM-S-RE algorithm

SIMPLEC (CPU; s) ACM-S-REBRS (CPU; s)Grid sizeTest case

364.7 239.3146×222D in-line tube bank
172×722D staggered tube bank 10 616.6 6763.3
30×130×30 47 728.3 20 567.613D boiler configuration
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Figure 14. Convergence history.
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plot for an intermediate plane (k=15) is presented in Figure 13. Large pressure gradients are
observed in the regions where the tube banks are located. Three grid levels with coarsening of
2×2 were used for the ACM-S algorithm. The minimum–maximum values of the relaxation
coefficients are 0.6–0.95, 0.6–0.95, 0.6–0.95, 0.8–0.99, 0.6–0.9, 0.6–0.9 and 0.6–0.9 for the u,
6, w, velocity potential, k, e and temperature respectively. The convergence histories for all
equations are presented in Figure 14. As for the previous cases, the variable with slowest
convergence using SIMPLEC is temperature, requiring approximately 800 iterations to achieve
round-off error convergence.

When using the ACM-S-DT strategy, the u, 6, w and velocity potential equations require
approximately 40 iterations to achieve round-off error convergence when using the ACM-S-
RE and the ACM-SER/P methods. Therefore, the solver was switched to a single grid
algorithm in the momentum–velocity potential equations loop to increase numerical efficiency.
For the turbulence transport and temperature equations, both the ACM-S-RE and ACM-S-
ER/P methods give similar convergence rates. However, for the temperature equation, the
ACM-S-ER/P results in a marginal improvement on the convergence rate when compared with
the SIMPLEC algorithm. Overall convergence is obtained after approximately 240 iterations
when using the ACM-S-RE method and complex computational domains.

The test cases described above were run on a HP-K200 workstation. The CPU times
required are summarised in Table II. The CPU times indicated in Table II refer to the
ACM-S-RE, which was the most efficient for all the cases studied. These results indicate that
the use of the ACM-S-RE strategy is effective in reducing the overall CPU time required to
achieve round-off error convergence for turbulent flows with heat transfer in problems with
distorted–stretched grids, and when large gradients are present.

4. CONCLUSIONS

An ACM-S-DT procedure for the discretised incompressible Navier–Stokes equations, in
which the iterative nature of segregated methods is preserved on the coarse grid allowing for
the same solver to be used on all grid levels, is presented. The method has been tested for a
two- and three-dimensional laminar and turbulent flows with heat transfer problems using
stretched curvilinear grids leading to a significant reduction of the computational cost required
to achieve round-off error convergence. This methodology becomes very attractive for practi-
cal flow problems with complex geometries and a large number of grid points.
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